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#### Abstract

In tonal priming experiments, participants make speeded judgments about target events in short excerpts of music, such as indicating whether a final target tone or chord is mistuned. By manipulating the tonal function of target events, it is possible to investigate how easily targets are processed and integrated into the tonal context. We investigate the psychological relevance of attributes of processed audio signals, by relating those attributes to response times for over three hundred tonal priming stimuli, gathered from seven reported experiments. To address whether adding a long-term, "cognitive," representation of tonal hierarchy improves the ability to model response times, Leman's "sensory" periodicity pitch (PP) model is compared with a "cognitive" model (projection of PP output to a tonal space (TS) representing learned knowledge about tonal hierarchies), which incorporates pitch probability distributions and key distance relationships. Results revealed that variables calculated from the TS model contributed more to explaining variation in response times than variables from PP, suggesting that a cognitive model of tonal hierarchy leads to an improvement over a purely sensory model. According to stepwise selection, however, a combination of sensory and cognitive attributes accounts better for response times than either variable category in isolation. Despite the relative success of the TS representation, not all response time trends were simulated adequately. The addition of attributes based on transition probabilities may lead to further improvements.


## Background

The tonal priming paradigm is one behavioral method by which inferences can be made about listeners' sensitivities to changes in tonal function. Participants make speeded judgments about the final chord or tone (called the target) of short excerpts of music (see Fig. 1A) consisting of several chords or melody notes (called the prime or context). Example tasks include tuning, dissonance, and timbre discrimination, with faster response times interpreted as reflecting more strongly expected events. Manipulating the prime and/or target makes it possible to investigate how easily listeners process different tonal functions (Tillman, Janata, Birk, \& Bharucha, 2003; 2008). Other methods for investigating tonal expectancy include eliciting ratings of fit (Krumhansl, 1990), and more recently behavioral approaches have been complemented by neuroimaging techniques (Tillmann et al., 2003a).

Leman's (2000) periodicity pitch (PP) model and Bharucha's (1987) MUSACT are two well-known computational models for simulating observed trends in response times. While these models emulate some experimental observations, MUSACT is limited to symbolic input, and while the PP model works with acoustic input, it is


Figure 1: (A) Staff notation for a stimulus from Tillmann, Janata, \& Bharucha (2003); (B) Integrated periodicity pitch images at successive time points (also called a context image) using the 0.1 s time constant. White for low to black for high relative intensity; (C) Context image (CI) for the same stimulus, using the 2 s time constant; (D) Plot against time of the correlation coefficient between a column vector from the local ( 0.1 s ) context image and the corresponding column vector from the global (2s) context image. The dashed line indicates the correlation coefficient for the stimulus ending on a C major chord, as opposed to the B major chord. Horizontal bars are the windows across which mean correlations are calculated, as explained in the text. Vertical bars in these figures indicate the position of the target chord.
limited to only an echoic, "sensory" musical memory. The latter limitation raises the question of whether adding a long-term, "cognitive," representation of tonal hierarchy improves the ability to model response times. A PP image can be thought of as a power spectrum of the audio signal over time, but taking into account the structure of a listener's auditory periphery. Leman (2000) integrated PP images using two time constants, for relatively local and global memories of the signal. A PP image integrated with a 0.1 s constant appears less leaky and more temporally local (Figure 1B) than a PP image integrated with a 2 s constant (Figure 1C). The correlation coefficient between corresponding column vectors of Figs. 1B and C is plotted in Fig. 1D. Leman (2000) proposed the correlation value at a time sample just after the target event's onset as a sensory explanation of probe tone profiles, challenging Krumhansl's (1990) cognitive account.

## Aims

Our aim is to establish the psychological relevance of attributes of processed audio signals, by regressing response times for over three hundred musical priming stimuli on those attributes. First, Leman's (2000) sensory periodicity pitch (PP) model is compared with Janata's (2007) cognitive model, the
latter incorporating pitch probability distributions and key distance relationships (TS). Second, we investigate whether linear combinations of sensory and cognitive attributes are useful predictors for observed response times.

## Method

We considered different attributes of processed audio as explanatory variables for response times to priming stimuli. A third of the attributes were calculated using Leman's (2000) periodicity pitch (PP) model (www.ipem.ugent.be/toolbox), and the remaining two thirds were calculated by extending the PP model, creating a tonal space (TS) representation and also experimenting with chroma vectors (CV). The TS representation involves projecting integrated PP images to the surface of a toroidal (donut-shaped) self-organizing map (Kohonen, 1995), which encapsulates pitch probability distributions and key distance relationships (Janata, 2007).

For each of the three spaces (PP, CV, TS), correlation was calculated as described in relation to Fig. 1D. As well as defining the additional spaces CV and TS, we extended Leman's (2000) work, which used mean post-target correlations, in three ways: (1) alternative early and late post-target time windows were considered ( $0-200$ and $201-600 \mathrm{~ms}$, respectively), indicated by gray and black horizontal bars to the target's right in Fig. 1D; (2) some explanatory variables used the difference between mean post-target correlation and mean pre-target correlation (indicated by the black horizontal bar to the target's left in Fig. 1D); (3) we defined variables using the maximum value in a single image over a time window, as well as the mean correlation between two images.

Mean response times for 303 stimuli from seven reported experiments (Bigand, Poulin, Tillmann, Madurell, \& D’Adamo, 2003; Marmel \& Tillmann, 2009; Marmel, Tillmann, \& Delbé, 2010; Marmel, Tillmann, \& Dowling, 2008; Tillmann et al., 2003a; 2003b; 2008) were regressed on sixteen variables calculated from attributes of the corresponding processed audio. Analyses of variance (ANOVA) were conducted. Here we focus on one that grouped the explanatory variables by space ( $\mathrm{PP}, \mathrm{CV}, \mathrm{TS}$ ) to see which group explained the greatest proportion of variation in response time data. A linear regression model was also built using stepwise selection, investigating whether a weighted sum of audio attributes might be related to observed response times. Stepwise selection adds/eliminates the most/least significant variables to/from a model, until no further changes can be made at $p=.05$. All models contained indicator variables for the experiments to allow for fixed between-experiment differences in response times.

## Results

In the ANOVA grouped by representation (PP, CV, TS), the TS attributes contributed more to explaining response times ( $p<.001$, Cohen's $f^{2}=0.09$ ) than the PP attributes ( $p<.01, f^{2}=0.07$ ), which contributed more in turn than the CV attributes ( $p<.05, f^{2}=0.05$ ).

The stepwise model consisted of four attributes beyond experiment indicators $(F(10,292)=55.36, p<1 \mathrm{E}-16)$. For the stepwise model, $r^{2}=.65$, meaning that it accounts for $65 \%$ of variation in response times. This should be contrasted with $r^{2}=.44$ for a model consisting of experiment indicators only.

A variable from the TS representation entered the stepwise model first (i.e., was most significant), but importantly the model contained both TS and PP attributes (two each).

## Conclusions

The tonal space (TS) representation defined by Janata (2007) appears to be a more useful source of predictors of response times to tonal priming stimuli than either the periodicity pitch (PP) model (Leman, 2000) or the chroma vector (CV) representation. This conclusion is supported by the result of the ANOVA grouped by representation, and by the first addition to the stepwise model being a TS variable. Our findings shed new light on the sensory-cognitive debate concerning theories of tonal expectancy: the stepwise model contains sensory (PP) and cognitive (TS) variables, suggesting that both sensory and cognitive variables are necessary to account for listeners' tonal expectations in music.

Although our stepwise model simulates the majority of response time trends observed in the seven experiments we examined, there remains room for improvement. In particular, the simulated response times for some tonic targets are longer than observed. Future work-focused on modeling transition probabilities for chord and note events extracted from the stimulus audio-will attempt to refine simulated response times for identified problematic tonic targets.
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